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Abstract

The oblique effect was first described as enhanced detection and discrimination of cardinal orientations compared with oblique
orientations. Such biases in visual processing are believed to originate from a functional adaptation to environmental statistics
dominated by cardinal contours. At the neuronal level, the oblique orientation effect corresponds to the numerical
overrepresentation and narrower tuning bandwidths of cortical neurons representing the cardinal axes. The anisotropic
distribution of orientation preferences over large cortical regions was revealed with optical imaging, providing further evidence for
the cortical oblique effect in several mammalian species. Our present study explores whether the dominant representation of
cardinal contours persists at different stimulus contrasts. Performing intrinsic optical imaging in the ferret visual cortex and
presenting drifting gratings at various orientations and contrasts (100%, 30% and 10%), we found that the overrepresentation of
vertical and horizontal contours was invariant across stimulus contrasts. In addition, the responses to cardinal orientations were
also more robust and evoked larger modulation depths than responses to oblique orientations. We conclude that orientation
maps remain constant across the full range of contrast levels down to detection thresholds. Thus, a stable layout of the
functional architecture dedicated to processing oriented edges seems to reflect a fundamental coding strategy of the early visual
cortex.

Introduction

Neuronal activity in the early visual cortex co-varies with stimulus
attributes such as position, orientation, motion direction, colour and
spatial frequency. In a number of carnivores and primates, neurons
responsive to these basic cues form overlaid maps in which multiple
neuronal selectivities are clustered according to shared preferences
(Hubel & Wiesel, 1974; Blasdel & Salama, 1986; Bonhoeffer &
Grinvald, 1991; Bosking et al., 1997; Hübener et al., 1997; Xu et al.,
2005). The layout of these maps reflects the behavioural importance of
available information. For example, the largest region of the cortical
retinotopic map processes information about the central portion of the
visual field. Likewise it is assumed that the oblique effect, a higher
sensitivity to cardinal vs. oblique contours, may encode a bias in
environmental information content in that contours of cardinal axes
occur more frequently than others (Howard & Templeton, 1966;
Appelle, 1972; Leventhal & Hirsch, 1975; Li et al., 2003 for review).
Optical imaging experiments in ferret primary visual cortex were the

first to demonstrate orientation map (OM) anisotropies (Chapman &
Bonhoeffer, 1998; Coppola et al., 1998a). Vertical and horizontal

stimuli evoked the strongest response over large cortical regions, while
smaller neuronal populations expressed a preference for oblique
orientations. Thereafter, similar anisotropies were also reported for cat
area 17 (Wang et al., 2003) and human V1 (Furmanski & Engel, 2000),
as well as for higher visual areas (area MT in owl monkey, Xu et al.,
2006; cat area 21a, Huang et al., 2006; Liang et al., 2007). Single-cell
recordings corroborate the biased distribution of preferred orientations
(De Valois et al., 1982; Müller et al., 2000; Li et al., 2003; see
Appelle, 1972 for review), and also reveal narrower tuning widths and
steeper tuning curves for neurons preferring cardinal orientations (Rose
& Blakemore, 1974; Nelson et al., 1977; Orban et al., 1984; Li et al.,
2003).
In summary, there is general agreement that the increased propor-

tion of cortical volume devoted to the processing of cardinal
orientations is an essential neuronal correlate of the oblique effect.
However, it is still unclear whether the cortical oblique effect

remains stable at low contrasts, in particular around the response
threshold. By analysing the width of the orientation response
function, it was suggested that contrast changes do not affect the
orientation tuning of simple cells (Sclar & Freeman, 1982; Skottun
et al., 1987; Heeger, 1992; Anderson et al., 2000; Ferster & Miller,
2000; Palmer & Miller, 2007; Finn et al., 2007). Stimulus contrast
can, however, influence the shape of orientation tuning curves as
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revealed by circular variance (Shapley et al., 2002; Alitto & Usrey,
2004). In fact, such a measure of orientation selectivity has been
shown to be inversely dependent on contrast in both simple and
complex cells in ferret primary visual cortex (Alitto & Usrey, 2004).
Furthermore, the range of amplitudes of contrast responses can vary
significantly across cortical neurons (Albrecht & Hamilton, 1982;
Sclar et al., 1990). In addition, decreasing stimulus contrast causes a
change to a preference for lower temporal frequencies (Holub &
Morton-Gibson, 1981; Albrecht, 1995). However, none of the studies
tested how preferred orientation correlates with these contrast-related
changes in tuning properties. Thus, it cannot be ruled out that around
contrast threshold, adaptive mechanisms act unevenly upon neuronal
coding of oblique and cardinal orientations, thereby abolishing the
oblique effect. Because of their global nature, such mechanisms may
remain hidden unless measurements incorporate simultaneous obser-
vation of entire cortical areas including large neuronal ensembles.
Optical imaging provides the required spatial extent and resolution to
investigate potential regrouping within cortical maps. In the present
investigation we measured responses to 100% contrast as well as the
intermediate contrasts of 30% and 10%, therefore covering the
approximate range of the ferret contrast detection as reported by
behavioural (Hupfeld et al., 2006) and physiological (Li et al., 2006)
studies.

Materials and methods

Experiments were carried out in accordance with the Deutsche
Tierschutzgesetz (12 April 2001), the European Communities Council
Directive (November 1986, S6 609 EEC), and the NIH guidelines for
care and use of animals for experimental procedures, and were
approved by the local authorities (Regierungspräsidium Arnsberg). Six
ferrets of both sexes (three pigmented, three albinotic, 1–2 years old)
were used. In four experiments both hemispheres were measured. The
study was designed to test whether albinotic animals may differ in the
layout of OMs or in their responses to varying contrast compared with
pigmented animals. We found no significant differences between the
two phenotypes (P > 0.1). The data of both groups were thus pooled.
All ferrets had been bred and raised in the animal facility of the
Department of General Zoology and Neurobiology, Ruhr-University
Bochum in an enriched environment with access to an outdoor
enclosure.

After premedication with 0.05 mg ⁄ kg atropine sulphate (Braun,
Melsungen, Germany), animals were anaesthetized with a mixture of
20 mg ⁄ kg ketamine and 2 mg ⁄ kg xylazine (Rompun�). Following
intratracheal intubation and additional local anaesthesia with
bupivacain hydrochloride, animals were placed in a stereotaxic frame
and artificially ventilated with air and 0.4–0.6% halothane. Any signs
of distress evident in the electrocardiogram were counteracted by
immediately increasing the level of halothane. A craniotomy was
performed over the occipital region. After dura removal, a chamber of
dental acrylic was formed around the opened skull, filled with agar and
sealed with a transparent quartz window. During the experiment, the
animal was held with an implanted head post and released from the ear
bars. After completion of the surgery, paralysis was initiated with
alcuronium chloride (Alloferin�) to prevent eye movements. During
the entire experiment the heart rate, end-tidal CO2 and body
temperature were monitored and maintained at physiological levels.
Additionally, a catheter was introduced into the cephalic vein. During
the experiment, the animals received an intravenous infusion of
electrolytes (Sterofundin�) and 5% glucose (Braun, Melsungen,
Germany) as 2 : 1 containing 0.1 mL ⁄ h Alloferin.

Optical recordings

Optical imaging was accomplished using an Imager 3001 (Optical
Imaging, Mountainside, NY, USA) consisting of a tandem lens
macroscope (Ratzlaff & Grinvald, 1991), 85 mm ⁄ 1.2 toward camera
and 50 mm ⁄ 1.2 toward subject, attached to a CCD camera (DalStar,
Dalsa, Colorado Springs, USA). The camera was focused �400
microns below the cortical surface to minimize blood vessel artefacts.
For detection of intrinsic signals, the exposed cortex was illuminated
with red light (605 nm). Data acquisition consisted of 22 frames
(400 ms each). Stimulus onset was synchronized with the end of the
second frame (800 ms).

Visual stimulation

Stimuli consisted of moving full-field sine wave gratings, 0.2
cycles ⁄ �, 7.5 Hz, generated by a stimulus program (VSG Cambridge
Research Systems, Rochester, UK), presented with motion direction
perpendicular to orientation (0, 45, …, 315�). Additionally, responses
to a grey screen (blank) with the same mean luminance (57 cd ⁄ m2)
were recorded. Stimuli were displayed on a monitor (120 Hz refresh
rate; Trinitron, Sony, Germany), 30 cm in front of the contralateral
eye.
Stimulus duration was 8 s. During data acquisition gratings were

drifting. During the interstimulus interval (15 s), gratings to be
presented in the next data acquisition period were stationary in order to
minimize non-selective activation (Bonhoeffer & Grinvald, 1993).
We measured responses to 100%, 30% and 10% grating contrasts.

A trial consisted of a series of stimulus presentations. In a given
trial, we presented eight full contrast stimuli (100%) as well as eight
30% or eight 10% contrast stimuli, and three blanks. We alternated
block-wise (five trials) between trials including either 30% or 10%
contrast conditions (referred to as sets of ‘HC100%’, ‘HC30%’ or
‘LC100%’, ‘LC10%’, respectively, conditions in the text and figures;
Supporting information, Fig. S1, depicts an example of all
orientation conditions). In order to avoid adaptation effects, 100%
and low-contrast gratings were presented consecutively within each
trial.

Data analysis

To eliminate high-frequency noise, images were first smoothed with a
Gaussian low-pass [rL = 2 pixels (36 microns), filter size = 13 · 13
pixels (0.23 · 0.23 mm2)]. Subsequently data were normalized by
division to the mean activity observed during presentation of blanks
and expressed as a fraction of reflectance (DR ⁄ R). In order to exclude
strong vessel artefacts and ongoing slow oscillations in oxygenation
levels, we applied a signal-source separation method [generalized
indicator function (GIF); Yokoo et al., 2001]. This analysis permits the
derivation of adequate parameters for high-pass filter bandwidth
without preceding assumptions about the underlying spatial structure
of neuronal activity (see Fig. S2 in supporting Appendix S1 for
adequate filter size settings and comparison to GIF analysis). The
procedure minimizes the trial-wise variability of responses to a given
condition, while maximizing the variance of signals collected from
different conditions. The GIF analysis performed better than the
commonly used principal component analysis (PCA). The GIF
analysis was particularly advantageous for the lowest contrast
conditions, where PCA components evidently contained a mixture
of artefact- and stimulus-related data. Stable cortical maps were
obtained between frames 5 and 22 (800–8000 ms after stimulus onset;
see Fig. 2).
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Calculation of OMs

OMs (Fig. 1) were calculated by using the filtered single condition
maps [high-pass Gaussian, rH = 11 pixels (0.20 mm), filter
size = 67 · 67 pixels (1.20 · 1.20 mm2)] for vector summation
(Swindale, 1998):

UðkÞ ¼ angleðzðkÞÞ ð1Þ
where z(k) is a complex sum:

zðkÞ ¼ 1=N Ru ½ f ðk;uÞ exp ði� 2� uÞ� ð2Þ
where f (k, u) stands for the k-th pixel response evoked by a grating
moving in the direction u and N is the number of directions. The

Fig. 1. Contrast dependency of the orientation selectivity arrangement for three types of OMs. Two different experiments are depicted. (A and D) Standard OMs
calculated by vector summation, preferred orientation of each pixel is represented by colour. Orientation preference is arranged in pinwheel-like structures that are
preserved for all stimulus contrasts but appear more noisy with decreasing contrast. (B and E) Standard polar maps. Hue represents MD, i.e. the length of
summation vector (L). Maps are clipped to 10–90th percentile, see colour bar for values. MD decreases with decreasing stimulus contrast; cortical regions that
revealed high MD in 100% contrast conditions are still prominent at lower contrasts. Dark areas with low MD at the bottom of each image (anterior cortex)
represent portions of area 18, brightening towards posterior approximates area 17 ⁄ 18 border. (C and F) Polar maps based on a single (400 ms) frame
reproducibility [r(k, t)] evaluated across single trials (A–C, 44 HC trials and 46 LC trials; D–F, 22 and 14 trials, respectively). Hue scale represents 10–90th
percentile of the values, the theoretically possible reproducibility range is (0, 1). Note that regions of low MD in standard polar maps show increased values in
reproducibility polar maps. In particular, maps of 30% and 10% conditions appear brighter in reproducibility polar maps compared with standard polar maps.
(D–F) Same experiment as shown in Figs 2 and 3.
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length of the vector sum, L(k) = |z(k)|, defines the orientation
modulation depth (MD) and is a common measure of orientation
selectivity.

Reproducibility of OMs

Significantly responding cortical regions were detected by calculating
the variance across single trials. We defined the reproducibility of the
responses (r) as the length of the vector average (Z):

rðkÞ ¼ jZðkÞj ð3Þ

ZðkÞ ¼ Rm exp (i� 2�Uðm; kÞÞ=M ð4Þ

where F(m, k) is the preferred orientation of the k-th pixel in the m-th
trial, and M is the number of trials. Consequently, the average angle
F(k) = ½ angle(Z(k)) is used as the best approximation of the pre-
ferred orientation. Furthermore, instead of evaluating the maps across
the time-averaged signal, we determined each pixel’s reproducibility
in each single recording frame (t), and calculated the stable represen-
tation of the map by averaging vectors Z(k, t):

Z0ðkÞ ¼ Rt½Zðk; tÞ=T �; ð5Þ

where T is the number of summed time frames. Consequently, the
stable OMs are calculated as F¢(k) = ½ angle(Z¢(k)), and the reliability
as r ¢(k) = |Z¢(k)|.

Pixels consistently reporting similar preferred orientation in various
trials were included in regions of interest (ROIs) depending on their
reproducibility value. First, for every time frame (t), we calculated the
overlap of regions in which reproducibility of orientation prefer-
ence was higher than r0 across the various contrast conditions [e.g.
r(k, t) > r0 in HC100%, LC100% and HC30%]. Then, the number of
frames in which a given pixel responded reliably was compared with
the binomial distribution (assuming 50% probability). All significant
pixels (P < 0.01) were included in the ROI. Finally, the ROI was
smoothed with a median filter (9 · 9 pixels; see Carandini & Sengpiel,
2004 for a similar approach). We performed our analysis over a wide
range of threshold values (r0 = 0.2 was consistently used for all
figures). At this reproducibility threshold ROIs did not contain pixels
co-aligned with vessel patterns or pixels located at image corners, and
OMs were similar in HC100% and LC100% conditions (see Fig. S3 in
supporting Appendix S2 for comparison with the Monte Carlo
permutation test). We further verified the results by using subsets of
ROIs that did not contain adjacent pixels (minimum distance > 100
microns). With this procedure, first introduced by Müller et al. (2000),
correlations are decreased due to tissue scattering and low-pass
filtering.

Significance tests were performed using Wilcoxon rank-sum test
(Matlab statistics toolbox 5.1, The MathWorks; Wilcoxon, 1945). We
used this non-parametric test because our data samples were not
normally distributed, thus failing to satisfy the assumptions of the
commonly used Student’s t-test.

Layout of OMs evoked by different stimulus contrasts

To visualize the arrangement of the various orientation-selective
domains within a single graph, OMs for each stimulus contrast were
calculated using vector summation (Fig. 1A and D). Within the OMs,
each colour represents cortical regions containing neurons tuned to a
particular orientation.

The OMs obtained for 100% stimulus contrast revealed the
typical structure as described earlier (Chapman & Bonhoeffer, 1998;
Coppola et al., 1998a; Yu et al., 2005; Li et al., 2006). However,
with decreasing contrast (Fig. 1, left to right) the maps became
more irregular indicating a decrease in signal-to-noise ratio due to
the decline in relative response amplitudes. In order to simulta-
neously illustrate the MD, we generated standard polar maps
(Fig. 1B and E) in which brightness represents orientation strength,
i.e. the length (L) of the summation vector. As a typical feature,
the resulting polar maps showed low MD around pinwheel centres
(Bonhoeffer & Grinvald, 1991). Moreover, the darkening of the
images at lower contrast conditions highlights the contrast-
dependent decrease in MD across the entire recorded cortical
region.
These standard polar maps provide an informative measure of

average orientation selectivity at any pixel position. However, they do
not allow for a statistical evaluation of the results. Specifically,
because our measurements at low stimulus contrasts were performed
at response threshold levels, we searched for a way to determine the
signal-to-noise ratio inherent to the data. To substantiate the
reliability of the underlying cortical responses we therefore
introduced another type of polar map (Fig. 1C and F) in which
brightness codes for the reproducibility of OMs using orientation
selectivity in single trials and in a single time frame. Reliable
responses produced less variability over trials and time frames. Thus,
the brightest pixels in Fig. 1C and F represent the highest
reproducibility values [r(t)]. Differences between both types of polar
maps are evident in cortical regions with low signal-to-noise ratios
due to shallow illumination at image borders (compare upper left and
right corners in the two different types of polar maps; Fig. 1E and F).
There, activity unrelated to the stimulus led to erroneously high
values of vector length in the standard polar maps. Because activity
that is not stimulus-locked is variable across trials, our method
successfully eliminated those insignificant image pixels. For
recordings of high stimulus contrasts, characterized by a high
signal-to-noise ratio, both types of polar maps revealed similar
results, although high reproducibility values were more evenly
distributed across the entire imaged region. Specifically for
low-contrast conditions, however, our reproducibility measure
assigned significance to regions that displayed low MD in standard
polar maps, as evident in the overall brightening of regions
containing less prominent vessel artefacts (upper part of the images).
In the Supporting information we demonstrate that another approach
to estimate signal reliability was less efficient than our
method (Monte Carlo permutation test, see Fig. S3 in supporting
Appendix S2).

Results

The aim of our study was to investigate the contrast dependence of
orientation anisotropies in the visual cortex. To this end we
established single condition maps measured for each stimulus
orientation and contrast. Sinusoidal gratings of 100%, 30% or 10%
contrast were presented moving in eight directions. Figures 2 and 3
show examples measured for cardinally and obliquely oriented
stimuli. The maps were obtained by a GIF procedure, which
permitted determination of the optimal filter bandwidth applied to
subsequent analysis (see Materials and methods and supporting
Fig. S1 and, in supporting Appendix S1, Fig. S2). The maps were
characterized by a patchy structure that revealed activation of
orientation-specific domains (dark pixels).
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Time course of orientation-specific activity

We first examined the time course of the evoked responses by
comparing single condition maps in consecutive time frames.
Figure 2A presents 400-ms frames of responses measured for 100%
contrast in one of the ferrets. Evoked activity in response to oblique
and cardinal gratings is depicted for a period of 4 s. The last column
depicts the average activity from 3.2 to 8 s. A faint evoked response
was visible from the beginning of the recordings followed by a steep
signal increase 400–800 ms after stimulus onset (zero). Interestingly,
for 100% contrast conditions, orientation-related activity was visible
even before the gratings started to move. This most likely resulted
from minor activation during pre-stimulus times. A similar lack of
adaptation to stationary gratings was observed in single-cell record-
ings of awake cats (Noda et al., 1971). The presence of small activity
patterns at baseline levels rendered them inappropriate as reference
frames. We thus omitted the common frame-zero normalization.
The single condition maps derived from orthogonal orientations

evoked ‘orthogonal’ patterns of activity that were stable during the
entire phase of the responses (compare dark and bright regions in
the first vs. third and the second vs. fourth row, respectively). The
response stability over time is summarized by the graphs in
Fig. 2B, which depict correlation coefficients derived from

comparison of the responses in each single 400-ms time frame
with the time-averaged map (last column in Fig. 2A). The graph
depicts the median of four cases (two pigmented and two albinotic
animals) that showed reliable responses across all contrast condi-
tions. Ten percent contrast did not significantly activate the cortex
in the remaining six cases, most probably because this level is
within the range of contrast detection threshold in ferrets (Hupfeld
et al., 2006).
Correlation coefficients were computed as averages across orien-

tations and are shown separately for each stimulus contrast (darkest
line 100%, brightest line 10% conditions). Additionally, to evaluate
the variance of the data sets, we calculated correlation coefficients
between time-averaged maps evaluated in different subsets of trials.
The upper stippled line represents the similarity of 100% HC and
100% LC maps (see also Fig. 3), whereas the lower stippled line
indicates the correlation between maps of 30% and 10% conditions.
It can be seen that approximately 800 ms after stimulus onset,

activity patterns in response to the entire set of stimulus contrasts
became strongly correlated with the averaged maps and remained
stable during the rest of the recording period. Thus, for further analysis
of OMs, we used imaging frames recorded during the most
informative 800–8000-ms time window.

Fig. 2. Emergence and stabilization of single condition OMs. Maps were calculated by a GIF procedure that allowed for the derivation of optimal filter settings (see
Materials and methods). The GIF analysis removes common signal components (such as the initial dip, heart beat and respiration-related signals), by minimizing the
co-variance between the maps. (A) Time courses of evoked cortical responses to cardinal and oblique orientations, 100% grating contrast (same experiment as in
Fig. 1D–F). Pixels that were reliably coding in both 100% and 30% contrast conditions are shown, grey areas mark non-significant pixels. Each frame resolves a
400-ms time window, last column represents time average, 3200–8000 ms. Here and in all figures: P = posterior, L = lateral; horizontal line = 1 mm. (B) Response
stability over time. The graphs illustrate correlation coefficients between single time frames and frame average spanning 3200–8000 ms. Correlation coefficients
were averaged across orientations (black line = 100%, dark grey = 30%, light grey = 10% contrast; correlations are medians of four ferrets). The correlation value
between the two 100% contrast time-averaged maps (3200–8000 ms) recorded in independent HC ⁄ LC trials is represented by a black dotted line (c = 0.93).
Correlation among 30% and 10% time-averaged maps is depicted by the grey dotted line (c = 0.77). Generally, due to the lower signal-to-noise in low-contrast
recordings, correlations across the time-averaged maps were lower for low contrast than for 100% contrast. However, note that correlations of single time frames to
the time-averaged maps attained higher values (see intersection with stippled lines around 3.2 s, c = 0.98 for 100%, c = 0.85 for 10%), indicating stable maps after
the build-up phase of responses.
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Oblique orientations evoke less MD than cardinal orientations

For high-contrast gratings the single condition maps shown in Fig. 2A
confirmed the principal organization of orientation-selective neurons
grouped in functional clusters that revealed complementary patterns
evoked by orthogonal orientations. In Fig. 3 we present differential

images for all measured stimulus contrasts. As expected, a decrease in
stimulus contrast (left to right) produced weaker response amplitudes,
as can be inferred by decreasing ‘contrast’ within the images.
However, both 30% and 10% contrast conditions evoked similar
patterns compared with stimuli of 100% contrast of the same

Fig. 3. Effect of stimulus contrast on modulation depth (MD). (A) Time-averaged differential maps of cardinal and oblique grating orientations (see symbols at left;
stimulus contrast indicated on top) and calculated MD (lower graph). Differential maps were created by subtracting orthogonal single condition maps (such as shown
in Fig. 2A). Evoked patterns of activity were similar across stimulus contrast but varied across stimulus orientations [compare regions marked by contours: blue
marks regions that coded for 0� (or 90�) orientation in each contrast condition; green marks areas coding for oblique orientations]. Grating contrast of 100% was
measured in two independent sets of trials (22 trials of HC and 14 trials of LC, see Materials and methods and text). Colour bar indicates signal strength DR ⁄ R. MD
was computed as standard deviation of pixel values of difference images, separately for cardinal (blue, 0–90�) and oblique (green, )45 to 45�) orientations. Only
reliably responding pixels, as marked by contours, were considered. The gradual decline of MD with contrast was highly significant across experiments [MD
decrease from 100% to 30%: P = 2.9E)09, n = 9 cases (one of the 10 cases showed no reliable preference to oblique orientation rendering it inappropriate for this
comparison); from 100% to 10%: P = 0.0001, n = 4; from 30% to 10%: P = 0.0003, n = 4; Wilcoxon rank-sum tested on MD values normalized for each animal to
the mean of all values]. (B) MD as a function of stimulus orientation. To allow for comparison between cardinal vs. oblique MDs across different experiments, values
were normalized to the average MD across orientations, separately for each contrast condition. Medians across four experiments are depicted, lines within boxes
mark lower quartile, median and upper quartile values.
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orientation [overlaid contours depict regions coding for cardinal (blue)
and oblique (green) orientations].
Note that 100% contrast conditions were measured twice (two left

columns). Instead of presenting all stimuli in a large trial at once,
alternating trials consisted of two subsets of ‘high-contrast’ (‘HC’,
100% plus 30%) and ‘low-contrast’ conditions (‘LC’, 100% plus
10%). Limiting trial length effectively: (i) reduced intra-trial variance
caused by slow drifts in baseline related to physiological fluctuations;
and (ii) allowed a more frequent access to the preparation. Moreover,
the presence of 100% contrast gratings in two independent stimulus
sets served as a reference and therefore as a valuable control of the
reproducibility of recordings during the entire experiment. As can be
seen in Fig. 3A, the maps measured with 100% stimulus contrast in
HC and LC sets were almost identical (see also Figs 1 and 4),
confirming both the stable quality of the recordings and the efficiency
of the applied GIF procedure.
Corresponding to the decrease in response amplitudes with lower

contrasts, we found a significant decrease in MD, here simply
calculated as the standard deviation of differential image pixel values,
computed separately for regions coding for cardinal and oblique
orientations and for each contrast (Fig. 3A).
Figure 3B presents the summary of MD values obtained for the four

cases that showed reliable responses across all contrast conditions,
here the values were normalized for each animal and contrast
condition. The MD revealed consistently lower values in oblique
compared with cardinal OMs. This was significant for 100% and 30%
contrast conditions (P = 0.05 for HC100%, P = 0.024 for LC100%,

P = 0.002 for HC30%, n = 9, Wilcoxon rank-sum test). Due to the
decrease in signal-to-noise ratio for low contrasts, slightly higher
P-values were observed for 10% contrast (P = 0.057, n = 4, Wilcoxon
rank-sum test). Thus, orientation selectivity within large populations
of neurons coding for cardinal orientations was higher than for
neuronal populations coding for oblique orientations.

Contrast independence of the cortical oblique effect

To test whether each pixel maintained its preferred orientation tuning
throughout the various contrast measurements, we used the mean of
the OMs obtained with high-contrast stimuli (HC ⁄ LC 100%) as a
reference map and calculated how many pixels changed their
orientation preference in different contrast conditions. Both 100%
contrast maps were highly similar to their mean reference map (and
thus to each other), proving the correct choice of ROIs and the high
quality of the recordings. Comparing 100% and 30% contrast over all
experiments (Fig. 4, upper graph, n = 10 cases), we found that pixels
maintained their preferred orientation mostly within 10�. This
similarity decreased only slightly for lower contrasts (Fig. 4, lower
graph, n = 4 cases). Thus, the general layout of the OMs was
preserved over the entire range of stimulus contrasts.
Having confirmed that the OMs were stable across contrasts, we

finally investigated whether the map layout indeed revealed the well-
known cortical oblique effect. Figure 5A illustrates the distribution of
pixel counts according to preferred orientations (the same example as

Fig. 4. OM stability. Similarities between OMs were verified on a pixel-by-pixel basis. OMs for each of the 100% contrast sets were nearly identical (compare the
two black bars referring to 100% contrast conditions recorded in independent HC and LC trials). Comparison of OMs obtained with 100% and 30% contrast gratings
(upper graph, n = 10 experiments) showed that �80% of the pixels revealed stable orientation preference. Only a small fraction of pixels changed their tuning more
than 20�. The same conclusion holds for 10% contrast conditions (lower graph, four experiments based on smaller ROIs, see text).
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Fig. 5. Contrast independence of the cortical oblique effect. Histograms show relative numbers of pixels coding for a particular stimulus orientation with
reproducibility r(k) > 0.2 (see Materials and methods). (A) Establishing the oblique effect across all contrasts for the example presented in Fig. 1D–F and Figs 2 and
3. The oblique effect was revealed by 61% overrepresentation of pixels coding for cardinal orientations. Black vertical lines separate the range (in angle) of cardinal
and oblique orientations. (B) Significance of the oblique effect across different experiments. Histograms of preferred pixel orientations were calculated separately for
HC100%, LC100%, HC30% and LC10% conditions, and depicted as the ratio of the total number of significantly coding pixels. The histogram shows the medians of
four experiments, in which the reliably orientation-tuned cortical area in 10% contrast conditions exceeded 5000 image pixels. Whiskers indicate the lowest and
highest scores. The oblique effect across all contrasts was characterized by 60% overrepresentation of cardinally coding pixels (range: 55–74%). Over all
experiments (n = 10), in 100% and 30% contrast conditions (including larger ROIs), 63% (range: 53–95%) of the total pixels were assigned to cardinal orientation.
We found no systematic bias between horizontal and vertical representations (2% in Coppola et al., 1998a).
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shown in Figs 1D–F, 2 and 3). The distribution peaks at cardinal
orientations across all stimulus contrasts. Thus, the cortical oblique
effect was established by an overrepresentation of pixels coding for
orientations of 0 and 90� from high contrasts down to threshold levels.
The stability of the oblique effect was verified across all experi-

ments (n = 10) for 100% and 30% contrast conditions, and separately
for experiments in which responses were detected across the full range
of stimulus contrasts (n = 4). The median percentage of pixels
representing cardinal orientations was 63% in larger ROIs, containing
pixels reliably coding across 100% to 30% conditions (n = 10 cases),
and 60% as measured in smaller ROIs (reproducibility tested across all
contrast conditions, n = 4 experiments; Fig. 5B).
Although the total number of reliable pixels decreased with lower

stimulus contrasts, we found no significant change in pixel ratio
between cardinal and oblique orientations (Wilcoxon rank-sum test,
P > 0.8; P-values were lower but still insignificant when estimated
with paired tests). Thus, as summarized in Fig. 5B, the amount of
pixels expressing preference for cardinal orientations was always
higher than for oblique orientations, and therefore independent of
grating contrast. We conclude that the stable layout of the OMs
represents orientation anisotropy over the entire range of stimulus
contrasts.

Robustness is higher for cardinal orientations

We finally analysed whether any differences in the reliability between
cardinally and obliquely coding regions could be detected (Fig. 6). For
all experiments, Fig. 6A presents the density of pixels p(r¢, F¢),
depending on their reproducibility (r¢) and preferred orientation (F¢)
for each contrast separately. The overrepresentation of cardinal
orientations is evident in every contrast condition (see white areas
of highest density), as well as the decrease in reproducibility with
decreasing contrast.
In order to eliminate the bias caused by the oblique effect, the

densities were normalized by the number of pixels coding for a certain
orientation (Fig. 6B). The most reproducible pixels (r¢ > 0.8) show a
dominant coding for cardinal orientations (upper part of the 2D
histogram). Pixels denoting lower reproducibility values represented
oblique orientations (see bright areas r¢ � 0.5 in the contour plot).
Thus, the overall robustness of orientation coding was higher for
cardinal orientations.

Discussion

The oblique effect, a higher sensitivity for cardinal as opposed to
oblique orientations, has been addressed in many experimental and
theoretical studies (Campbell et al., 1966; Maffei & Campbell, 1970;
Frost & Kaminer, 1975; Essock, 1982; Lasagaa & Garner, 1983;
Orban et al., 1984; Moskowitz & Sokol, 1985; Heeley & Timney,
1988; Furmanski & Engel, 2000; Tibber et al., 2006). It is widely
assumed that the functional cortical organization, including its
preference for processing of cardinal orientations, is reflective of the
statistics in natural images that are rich in contours parallel or
perpendicular to the direction of gravitational force (Field, 1987; van
der Schaaf & van Hateren, 1996; Coppola et al., 1998b; but see
Switkes et al., 1978; Li et al., 2003; Coppola & White, 2004).
In natural images, contrast varies in approximately 1–1.5 log unit

range (Frazor & Geisler, 2006). Accordingly, the visual system has
evolved various adaptive mechanisms providing contrast invariance
across a wide range of luminance changes, spatial frequencies, spatial
phase, direction of motion, and orientation (Albrecht & Hamilton,

1982; Sclar et al., 1990; Albrecht & Geisler, 1991; Geisler & Albrecht,
1997; Graham & Sutter, 2000; Albrecht et al., 2002; Geisler et al.,
2007). The specific aim of this study was to explore whether the
cortical oblique effect is maintained at low stimulus contrast around
response threshold.

Orientation tuning of single cells in relation to mass activation
revealed by optical imaging

Optical imaging and single-cell electrophysiology are confronted with
opposing problems in neuronal sampling. Optical imaging provides an
overall population picture of the functional architecture across entire
cortical areas but at the cost of a detailed description of the underlying
single-cell properties. In contrast, single-cell studies provide such
cellular resolution but often fail to obtain a conclusive, large-scale
picture of neuronal activation.
Intrinsic signals reflect firing of a large number of neurons, but also

include their widespread presynaptic and subthreshold postsynaptic
activity in addition to suprathreshold cortical activation (Das &
Gilbert, 1995; Toth et al., 1996; Logothetis et al., 2001; Zhan et al.,
2005). In addition, because the haemodynamic responses are slow
compared with the underlying electrical events, subtle contrast-related
changes in firing patterns cannot be detected by the optical signal.
Thus, each image pixel represents time-averaged activity summed
over populations of neurons at mesoscopic levels (Dinse & Jancke,
2001). Light scattering, scatter in vasculature and spread of metabolic
demand underlying the haemodynamic responses limit spatial resolu-
tion. Furthermore, optical signals emphasize activation of upper
cortical layers. Remarkably, however, OMs derived by optical imaging
have been shown to precisely match orientation tuning of single
neurons even at pinwheel centres, where a gradual change in preferred
orientation across the entire depth of cortical layers converges to a
precise arrangement of differently tuned neurons in close proximity
(Maldonado et al., 1997; Ohki et al., 2006).
On the other hand, single-cell measurements inevitably provide

only limited sampling within an animal and therefore often fail to
demonstrate a general picture of the functional structure. Using
extracellular recordings several studies found evidence for a bias in the
number of neurons preferentially tuned to cardinal orientations in cats
(Pettigrew et al., 1968; Kalia & Whitteridge, 1973; Kennedy & Orban,
1979; Payne & Berman, 1983) and monkeys (Mansfield, 1974; De
Valois et al., 1982). By contrast, other extracellular recordings in these
animals argued for the opposite, showing a flat distribution of
preferred orientations (Campbell et al., 1968; Hubel & Wiesel, 1968;
Noda et al., 1971; Finlay et al., 1976; Wilson & Sherman, 1976;
Poggio et al., 1977). Contrast affects orientation selectivity differently
among cell types, across cortical layers (Albrecht & Hamilton, 1982;
Sclar et al., 1990), with respect to preferred spatial and temporal
frequencies (Albrecht, 1995; Alitto & Usrey, 2004; but see Moore
et al., 2005) and eccentricity (Wilson & Sherman, 1976; Poggio et al.,
1977). Several studies reported anisotropies in the distribution of
simple and complex cells, and inhomogeneities in response
amplitudes to variations in stimulus contrasts (Albus, 1975; Nelson
et al., 1977; Henry et al., 1978; Orban & Kennedy, 1981; Payne &
Berman, 1983; Tootell et al., 1988). Only extensive pooling of a large
data set including thousands of neurons revealed a clear overrepre-
sentation of cardinally tuned neurons in cat primary visual cortex
(Li et al., 2003).
In view of the list of contrasting results, it remained uncertain

whether changes in contrast may differentially influence neuronal
subpopulations that code for oblique and cardinal orientations.
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Fig. 6. Coding for cardinal orientations is more robust than for oblique. The relative number of pixels with regard to their orientation preference and reproducibility
(F, r) is shown with a colour code. (A) For each experiment, the distribution of pixels dependent on preferred orientation was calculated for 100%, 30% and 10%
contrast conditions, and normalized to the number of pixels in the image frame (mean across four experiments). (B) To account for the dominance of cardinally tuned
pixels, we further normalized across orientation [Rr n(F, r) = 1 for every F], the mean across 100%, 30% and 10% conditions is shown. In the highest
reproducibility range (r > 0.8), most pixels code for cardinal orientations (distribution depicted with a histogram on top of the contour plot).
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Stable layout of the cortical oblique effect across various
contrast levels

So far only a few optical imaging studies investigated contrast
dependencies of OMs systematically (Carandini & Sengpiel, 2004;
Zhan et al., 2005; Lu & Roe, 2007). Carandini & Sengpiel (2004)
conducted experiments in cat primary visual cortex and found uniform
representation of contrast. However, as their study involved fitting a
model upon the pooled responses to a variety of applied contrasts and
not for each stimulus contrast separately, the exact layout of the OMs
at response threshold levels remained unaccounted for. The stability of
orientation domains with contrast was also reported for monkey V1,
implying that a presumptive underlying dominance of cardinal
representation was preserved (Lu & Roe, 2007). In the present
investigation we show that in the visual cortex of ferrets the cortical
oblique effect for orientation persists from high contrasts down to low
contrasts around response threshold. In addition, orientation selectiv-
ity, as measured by MD, and tuning robustness, as measured by the
reproducibility, were consistently higher for cardinal orientations
compared with oblique.
For the 100% and 30% grating contrasts we found that cortical

regions representing cardinal orientations were 27% larger than for
oblique orientations (n = 10 experiments). In four of the 10 exper-
iments we detected significant responses to the 10% grating contrast,
although within smaller ROIs. Still, in this condition, we found 20%
more cortical area preferentially responding to cardinal orientations
(white bars in Fig. 5B).
In summary, these values are well within the range of those obtained

for the 100% contrast condition (compare with Fig. 3 in Coppola
et al., 1998b), demonstrating the constancy of the prevalence of
neuronal populations involved in cardinal orientation processing
irrespective of stimulus contrast.
We conclude that if there exists any contrast dependency of OM

layout at response threshold levels, it must appear weaker than in
optically derived mapping signals of orientation and tuning width. We
also cannot rule out that the dominant areal representation of cardinal
orientations, as observed with optical imaging, is the result of higher
response amplitudes of neurons tuned to cardinal compared with
oblique orientations. In any case, our results strongly suggest that the
principal arrangement of orientation domains does not change with
contrast.

Higher reliability of orientation preference in cardinally coding
neurons

Our data also indicate that the most reliably responding pixels were
coding for cardinal orientations. At the single-cell level it is known
that the variance of synaptic activity increases with decreasing contrast
(Anderson et al., 2000; Finn et al., 2007). Our results for low contrasts
indicate additional differences in variance between obliquely and
cardinally tuned neurons.
Such orientation-dependent variability at early cortical processing

stages should have an impact on orientation-detection thresholds
(Campbell & Kulikowski, 1966; Mitchell et al., 1967). Indeed, parallel
functional magnetic resonance imaging (fMRI) and behavioural
experiments have confirmed an analogue correspondence: fMRI
responses in V1 were larger for orientations that yielded better
perceptual performance (Furmanski & Engel, 2000). Lower detection
thresholds for cardinal orientations observed in behavioural studies
mean that recognition of cardinal orientations at lowest stimulus
contrasts was above chance while the detection of oblique stimuli at
these contrasts was still random. These behavioural results are

consistent with our neurophysiological observation that cardinal stimuli
evoked more reliable responses even at the lowest stimulus contrasts.

Oblique orientation effect in higher visual cortical areas –
stimulus complexity may matter

Using gratings of lower spatial frequencies in a psychophysical study,
Zemon et al. (1993) reported that the oblique effect diminishes at
suprathreshold levels, contradicting earlier results obtained for
behavioural judgements (Essock, 1982; Lasagaa & Garner, 1983).
The authors then speculated that neuronal excitatory and inhibitory
interaction along the visual pathway might lead to an adjustment in the
gain to compensate for the lower sensitivity to oblique orientations. By
contrast, optical imaging experiments conducted in visual areas further
downstream demonstrated that the oblique orientation effect is even
stronger compared with the early visual cortex (Huang et al., 2006; Xu
et al., 2006), suggesting that feedback projections from higher-order
cortical areas enhance the oblique effect through cooperative mech-
anisms (Liang et al., 2007). Surprisingly, with the use of more
complex stimuli such as natural scenes, which contain broadband
spatial frequencies, it has been demonstrated that the oblique effect
diminishes or could be even turned into a ‘horizontal effect’ (Essock
et al., 2003; Hansen & Essock, 2006). Thus, it remains controversial
to what extent the oblique effect depends on spatial and temporal
frequencies (De Valois et al., 1982; Coletta et al., 1993; Pointer, 1996;
Westheimer, 2003).
So far, most physiological studies – including ours – that

investigated cortical OMs were obtained by using full-screen gratings
that uniformly covered the visual field and had ‘optimal’ spatio-
temporal frequencies. In future work, it will be interesting to see how
complex stimulation (Heinrich et al., 2008) together with local
contrast variations and more time-critical visual events might influence
the oblique effect (Essock et al., 2003) as well as the mapping of
orientation (Jancke, 2000; Dragoi et al., 2002). In particular, more
complex stimulation may involve adaptive dynamics leading to
changes in the cortical functional architecture on short time scales
(Macé et al., 2005; Yao et al., 2007; Onat et al., 2008).

Supporting information

Additional supporting information may be found in the online version
of this article:
Fig. S1. Single condition maps derived from generalized indicator
function (GIF) analysis.
Appendix S1. Setting appropriate filter size: comparison of high-pass
filtered images with images derived by GIF analysis.
Appendix S2. Statistical evaluation of orientation maps.
Please note: Wiley-Blackwell are not responsible for the content or
functionality of any supporting materials supplied by the authors. Any
queries (other than missing material) should be directed to the
corresponding author for the article.
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